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Abstract—When we place microphones close to a sound source
near other sources in audio recording, the obtained audio signal
includes undesired sound from the other sources, which is often
called cross-talk or bleeding sound. For many audio applications
including onstage sound reinforcement and sound editing after a
live performance, it is important to reduce the bleeding sound in
each recorded signal. However, since microphones are spatially
apart from each other in this situation, typical phase-aware
blind source separation (BSS) methods cannot be used. We
propose a phase-insensitive method for blind bleeding-sound
reduction. This method is based on time-channel nonnegative
matrix factorization, which is a BSS method using only amplitude
spectrograms. With the proposed method, we introduce the
gamma-distribution-based prior for leakage levels of bleeding
sounds. Its optimization can be interpreted as maximum a
posteriori estimation. The experimental results of music bleeding-
sound reduction indicate that the proposed method is more
effective for bleeding-sound reduction of music signals compared
with other BSS methods.

I. INTRODUCTION

When we record a live musical performance, many mi-
crophones are usually arranged among the players. Some are
located very close to each of the audio sources, such as musical
instruments, vocals, and amplifiers. These close microphones
are placed to pick up the sound from the source other than that
which is intended. However, undesirable audio leakage from
the non-target audio sources is also captured, which is often
called “cross-talk” or “bleeding sound,” as shown in Fig. 1.

In onstage mixing, sound engineers control the balance of
sound levels of individual sources, and the processed sounds
are provided to the audience through loudspeakers and per-
formers through monitor speakers. Bleeding sound makes such
sound reinforcement difficult, degrading musical performance
quality. It is also necessary to avoid sound bleeding for high-
quality audio editing (remixing) of the recorded signals after a
live performance. For these reasons, sound engineers carefully
place close microphones so that the as much bleeding sound
is reduced as possible. Putting acoustic barriers between the
sound sources and reducing sound reflection in the recording
room are also effective. However, completely avoiding bleed-
ing sound is almost impossible. In other words, sound bleeding
essentially occurs in a live-recording situation.

Fig. 1. Spatial arrangement of sources and close microphones, where M =
N = 4. Target sound is contaminated with bleeding sound from other non-
target sources.

Bleeding-sound reduction is similar to the well-investigated
problem called multichannel audio source separation
(MASS) [1], [2], [3], [4], but some conditions are different
from those in MASS, which are listed as follows.

(a) The signal-to-noise ratio (SNR) of the observed signal
is relatively high because of a close miking setup, where
the “signal” is a target source for the close microphone
and the “noise” is the leakage from the other sources.

(b) The observed multichannel signals are already “labeled,”
namely, the target source for each microphone is known
because each microphone is located close to each sound
source.

(c) The microphones are spatially apart from each other
(e.g., more than 2 m), resulting in serious spatial alias-
ing.

(d) The requirement of separation quality is relatively high
so as not to degrade the artistic value of the music signal.

Conditions (a) and (b) are advantages of bleeding-sound reduc-
tion, which make resolving bleeding sound easier than MASS.
However, conditions (c) and (d) are difficult. In particular,
condition (c) is critical because typical high-quality MASS,
including beamformers [1], [2] and independence-based blind
source separation (BSS) [5], [6], [7], [8], [9], [10], [11], uses



phase differences between microphones, which are unreliable
in bleeding-sound reduction due to spatial aliasing. To tackle
this problem, phase-insensitive (amplitude- or power-based)
MASS [12], [13], [14], [15] can be applied. Togami et al. [12]
applied nonnegative matrix factorization (NMF) [17], [18] to
the time-channel domain in each frequency (hereafter, time-
channel NMF: TCNMF), where both the nonnegative mixing
matrix and amplitude activation of each source are estimated
in each frequency bin. TCNMF performs well even under
condition (c) or an asynchronous recording condition [13],
[14], although its effectiveness regarding music bleeding-
sound reduction has not been investigated. A BSS-based
method that ignores the phase information was proposed [15],
which is called linear demixed domain multichannel NMF
(DMNMF). Similar to TCNMF, this method also estimates
the frequency-wise nonnegative mixing matrix. Das et al. [16]
introduced supervised information to accurately reduce the
bleeding sound, where the frequency-wise nonnegative mixing
matrix (i.e., leakage levels of the non-target sources for each
close microphone) is measured before the musical perfor-
mance or calculated using the solo-played time segments of
each source. However, to reduce the onsite recording cost for
sound reinforcement, such supervision should not be used.
Also, a mismatch between the obtained mixing matrix and ac-
tual condition may markedly degrade reduction performance.

We aimed to reduce bleeding sound in a fully blind manner,
namely, the spatial locations of sources and microphones are
unknown. We also did not use supervision of sources, such
as solo-played music datasets, to avoid the mismatch between
training and test data; thus, supervised deep-neural-network-
based approaches [19], [20], [21], [22], [23] are out of the
scope of this paper. We propose a phase-insensitive method
for blind bleeding-sound reduction, which is a modification
of TCNMF: we introduce an a priori generative model for
diagonal and off-diagonal elements of the frequency-wise
mixing matrix to model relative leakage levels of bleeding
sounds. This method is based on NMF with maximum a
posteriori (MAP) estimation, which was originally proposed
by Cemgil [24], and we demonstrate that the proposed method
is suitable for reducing music bleeding sound.

II. CONVENTIONAL METHODS

A. Mixture Model

Let M and N be the numbers of microphones (channels)
and sources, respectively. The source, observed, and estimated
signals are respectively denoted as

s̃(t) = [s̃1(t), s̃2(t), · · · , s̃n(t), · · · , s̃N (t)]T ∈ RN , (1)

x̃(t) = [x̃1(t), x̃2(t), · · · , x̃m(t), · · · , x̃M (t)]T ∈ RM , (2)

ỹ(t) = [ỹ1(t), ỹ2(t), · · · , ỹn(t), · · · , ỹN (t)]T ∈ RN , (3)

where t = 1, 2, · · · , T , n = 1, 2, · · · , N , and m =
1, 2, · · · ,M are the indices of discrete time, source, and micro-
phone, respectively. Under the recording condition described
in Sect. I, the mixing system becomes determined (M = N )
or overdetermined (M > N ). In this study, we focused only

Fig. 2. Instantaneous mixture model for bleeding-sound reduction, where
M = N = 4. Color brightness in mixing matrix Ã shows amplitude level of
each element (brighter is larger). Due to close miking setup, diagonal elements
in Ã have larger amplitudes compared with off-diagonal elements.

on the determined case, which is the most difficult situation
in bleeding-sound reduction.

In an instantaneous mixture, the observed and estimated
signals can respectively be modeled as

x̃(t) = Ãs̃(t), (4)

ỹ(t) = W̃ x̃(t), (5)

where Ã ∈ RM×N and W̃ ∈ RN×M are the time-invariant
mixing and demixing matrices, respectively. The mixture
model (4) is illustrated in Fig. 2. Since the observed signal
x̃(t) is “labeled,” as explained in condition (b) in Sect. I,
we define that x̃m(t) is the close-microphone signal for
the mth source s̃m(t) (n = m), as shown in Figs. 1 and
2. Thus, x̃m(t) mainly contains the sound from the target
source s̃m(t), although the bleeding sound from the non-
target sources s̃m′(t) is also included, where m′ 6= m. For
this reason, the absolute values of diagonal elements in Ã
should be large enough, and those of off-diagonal elements
become small, which results in high-SNR condition (a) in
Sect. I. Blind bleeding-sound reduction is formulated as an
estimation problem of the mixing matrix Ã or demixing matrix
that satisfies W̃ = Ã−1 from only x̃(t).

In actual recording, the mixing system (4) becomes a
convolutive mixture due to time difference of arrival and
room reverberation. To simply model the convolutive mixture,
we assume that the impulse responses (reverberation time)
between microphones and sources are shorter than the window
length used in the short-time Fourier transform (STFT). This
assumption enables us to respectively model the reverberant
observed and estimated signals as1

xij = Aisij , (6)
yij = Wixij , (7)

where

sij = [sij1, sij2, · · · , sijn, · · · , sijN ]T ∈ CN , (8)

xij = [xij1, xij2, · · · , xijm, · · · , xijM ]T ∈ CM , (9)

yij = [yij1, yij2, · · · , yijn, · · · , yijN ]T ∈ CN . (10)

Here, i = 1, 2, · · · , I and j = 1, 2, · · · , J are the indices of the
frequency bin and time frame, respectively, and Ai ∈ CM×N

1Note that roman font signal denotes complex values and italic font signal
denotes real (or nonnegative) values.



is the complex-valued frequency-wise mixing matrix. Also,
sijn, xijm, and yijn are the complex-valued time-frequency-
wise elements of the source, observed, and estimated spec-
trograms Sn ∈ CI×J , Xm ∈ CI×J , and Yn ∈ CI×J ,
respectively. In (6), the convolutive mixture is converted to
the frequency-wise instantaneous mixture via STFT.

Typical beamformers [1], [2] and BSS methods [5], [6],
[7], [8], [9], [10], [11] are used to estimate the complex-valued
demixing matrix Wi on the basis of a principle of microphone
arrays, e.g., time difference of arrival, and these methods
rely on the phase differences between microphones. When
microphones are spatially apart from each other, these methods
cannot precisely estimate Wi because of spatial aliasing. This
problem is salient in bleeding-sound reduction.

B. DMNMF

To cope with spatial aliasing, the power-based BSS method
DMNMF was proposed [15]. DMNMF can be interpreted as
a phase-insensitive version of independent low-rank matrix
analysis (ILRMA) [4], [10], [11], and the observed signal is
modeled as

x.2ij ≈ Ais
.2
ij ∀i, j, (11)

Ai = abs(Ai) ∈ RM×N≥0 , (12)

xij = abs(xij) ∈ RM≥0, (13)

sij = abs(sij) ∈ RN≥0, (14)

where the dotted exponent ·.q and absolute operation abs(·)
for vectors or matrices return the element-wise qth power and
absolute, respectively; thus, x.2ij and s.2ij are the power spec-
trogram components of {Xm}Mm=1 and {Sn}Nn=1, respectively.
DMNMF approximates (6) by the nonnegative frequency-wise
mixing matrix Ai in the power-spectrogram domain to ignore
the phase information. In addition, the power spectrogram of
each source is modeled by a low-rank matrix using NMF. After
estimating Ai and s.2ij from x.2ij , we can recover the estimated
signal yij by Wiener filtering.

C. TCNMF

The amplitude-based BSS method TCNMF was pro-
posed [12] and applied [13], [14] to speech enhancement.
Whereas typical NMF is a low-rank decomposition of
time-frequency matrices, TCNMF decomposes frequency-wise
time-channel matrices in the amplitude domain as

Xi ≈ AiSi ∀i, (15)

Xi = [xi1 xi2 · · · xiJ ] ∈ RM×J≥0 , (16)

which is illustrated in Fig. 3, where Xi is the frequency-wise
time-channel observed signal in the amplitude domain and
Si ∈ RN×J≥0 is a time-source activation matrix: Si involves
time-varying gains of each source as the row vectors. By
estimating Ai and Si in the same manner as typical NMF, we
can reconstruct the estimated sources using Wiener filtering.

Fig. 3. Decomposition model of TCNMF, where M = N = 4 and I = 6.
Note that abs(Xm) is channel-wise time-frequency matrix, but Ai and Si

are frequency-wise source-channel and time-source matrices, respectively.

The variables Ai and Si can be estimated by solving the
following minimization problem [18]:

min
A,S

∑
i

DKL(Xi|AiSi) s.t. aimn, sinj ≥ 0 ∀i,m, n, j,

(17)

where

DKL(Xi|AiSi) =
∑
m,j

(
ximj log

ximj∑
n aimnsinj

− ximj +
∑
n

aimnsinj

)
(18)

is the generalized Kullback-Leibler (KL) divergence that mea-
sures the similarity between Xi and AiSi, A and S are
the sets {Ai}Ii=1 and {Si}Ii=1, respectively, and ximj , aimn,
and sinj are the elements of Xi, Ai, and Si, respectively.
However, since Ai is an M × N square matrix in the
determined case, the minimization problem (17) has a trivial
solution, namely, Ai = I for all i, where I is an identity
matrix. To avoid this trivial solution, an L0.5-norm-based
sparse regularizer was introduced for each time frame [12]
as follows:

min
A,S

∑
i

DKL(Xi|AiSi) + µ
∑
i,j

‖sij‖0.5

s.t. aimn, sinj ≥ 0 ∀i,m, n, j, (19)

where µ is a weight coefficient for regularization. Note
that sij is a time-frame-wise vector in Si, namely, Si =
[si1 si2 · · · siJ ].

III. PROPOSED METHOD

A. Motivation

In bleeding-sound reduction, phase information cannot be
used because of the close miking setup and serious spatial
aliasing. As a phase-insensitive method, DMNMF is a rea-
sonable approach. However, full-blind parameter optimiza-
tion of DMNMF is difficult and unstable. In fact, a priori
information of steering vectors (column vectors of Ai) or
a phase-aware BSS method is used for pre-estimation [15]
to stabilize and improve BSS performance. TCNMF can
estimate the source signals without phase information, even
in asynchronous recording [13]. However, its performance
for music BSS or bleeding-sound reduction has not been
investigated. In particular, the sparse regularizer

∑
i,j ‖sij‖0.5



in (19) may degrade the sound quality of estimated signals
in music mixture. This is because the regularizer is based on
a W-disjoint-orthogonality assumption in the time-frequency
domain [25], which is suitable only for speech mixtures. Since
music mixtures frequently include both spectral and temporal
overlaps of sources, the sparse regularizer for Si may be
inappropriate.

To avoid the trivial solution of Ai in TCNMF, we use
our proposed method to regularize both the diagonal and
off-diagonal elements of the nonnegative mixing matrix Ai

instead of regularizing Si. The proposed method can be
interpreted as a MAP estimation, where the bleeding-sound
levels are assumed to be generated by the gamma distribution
prior.

B. Generative Model of KL-Divergence-Based NMF

Cemgil [24] revealed the generative model of NMF with KL
divergence (KLNMF): the minimization problem in KLNMF
is equivalent to the maximum likelihood (ML) estimation
with the Poisson generative model. For (17), the following
generative model is assumed:

zimnj ∼ P(zimnj ; aimnsinj), (20)

P(z;λ) =
1

Γ(z + 1)
e−λλz, (21)

where zimnj ∈ N is a random variable that satisfies ximj =
e +

∑
n zimnj , P(z;λ) is the Poisson distribution with the

random variable z ∈ N and parameter λ > 0, Γ(z + 1) =
z! is the gamma function, and e is a random variable that
obeys uniform distribution in the range [0, 1). Also, zimnj
is assumed to be mutually independent w.r.t. i, m, n, and j.
The Poisson random variables have the superposition property,
namely, when zn ∼ P(zn;λn) and x =

∑
n zn, the marginal

probability is given by p(x) = P(x;
∑
n λn). Therefore, the

marginal log-likelihood of Xi is given by

log p(Xi;Ai,Si)

= log
∏
m,j

∑
zimnj

p(xinm; zimnj)p(zimnj ; aimnsinj)

= log
∏
m,j

P(ximj ;
∑
naimnsinj)

=
∑
m,j

[
ximj log

∑
n

aimnsinj

−
∑
n

aimnsinj − log Γ(ximj + 1)

]
. (22)

The maximization of (22) w.r.t. aimn and sinj for all i (ML
estimation) is equivalent to the minimization of (18).

C. A Priori Generative Model for Bleeding-Sound Levels

With the proposed method, to avoid the trivial solution of
Ai, we introduce the following a priori generative model into

Fig. 4. Probabilistic density function of gamma distribution.

the diagonal and off-diagonal elements of Ai:

aimn ∼

{
δ(aimn − 1) (m = n)

G(aimn; k, θ) (m 6= n)
, (23)

G(a; k, θ) =
1

Γ(k)θk
ak−1e−a/θ, (24)

where δ(a) is the Dirac’s delta distribution and G(a; k, θ) is the
gamma distribution with the random variable a ≥ 0 and shape
and scale parameters k > 0 and θ > 0. Note that the gamma
distribution is a conjugate prior of the Poisson generative
model (20). In addition, aimn is assumed to be mutually
independent w.r.t. i, m, and n; thus, the prior distribution of
Ai becomes

p(Ai; k, θ) =
∏

m,n=m

p(aimn)
∏

m,n6=m

p(aimn; k, θ)

=
∏

m,n=m

δ(aimn − 1)
∏

m,n 6=m

G(aimn; k, θ).

(25)

The prior (25) enables us to control the probability of off-
diagonal elements of Ai (relative leakage levels of bleeding
sound) by k and θ, while restricting all the diagonal elements
to be unity. As shown in Fig. 4, we can avoid aimn = 0 for
all m 6= n, which is the trivial solution of Ai, by setting the
shape parameter to k > 1. Hereafter, we consider k > 1 only.

For the activation matrix Si, we do not assume explicit
structure, but only the nonnegativity prior is used as follows:

sinj ∼ lim
β→∞

1

β
I[0 ≤ sinj ≤ β]

∝ I[0 ≤ sinj ], (26)

where β is the normalized coefficient and I[·] denotes a binary
distribution that has value one when its argument is true and
zero otherwise. Similar to Ai, sinj is mutually independent
w.r.t. i, n, and j, and the prior distribution of Si becomes

p(Si) =
∏
n,j

p(sinj)

∝
∏
n,j

I[0 ≤ sinj ]. (27)



D. Cost Function for MAP Estimation

On the basis of the above-mentioned prior distributions, we
estimate variables Ai and Si in the MAP sense. The posterior
distribution can be obtained as∏

i

p(Ai,Si;Xi) ∝
∏
i

p(Xi;Ai,Si)︸ ︷︷ ︸
Likelihood

p(Ai; k, θ)p(Si)︸ ︷︷ ︸
Priors

.

(28)

By taking a negative logarithm of (28), we can decompose the
right side of (28) as

J = −
∑
i

[log p(Xi;Ai,Si) + log p(Ai; k, θ) + log p(Si)] .

(29)

From (22), (25), and (27), the cost function J is obtained as

J =
∑
i,m,j

[
−ximj log

∑
n

aimnsinj

+
∑
n

aimnsinj + log Γ(ximj + 1)

]
+

∑
i,m,n=m

I[aimn = 1]

+
∑

i,m,n6=m

[
−(k − 1) log aimn +

1

θ
aimn

]
+
∑
i,n,j

I[0 ≤ simn] , (30)

where I[·] = − log I[·] denotes an indicator function that has
value zero when its argument is true and ∞ otherwise. The
MAP estimation of Ai and Si is a minimization problem of
(30), and this minimization w.r.t. Ai and Si is equivalent to
the following problem:

min
A,S

∑
i

DKL(Xi|AiSi) +
∑

i,m,n6=m

R(aimn; k, θ)

s.t. aimn, sinj ≥ 0 ∀i,m, n, j and aimn = 1 ∀m = n, (31)

where

R(aimn; k, θ) =

[
−(k − 1) log aimn +

1

θ
aimn

]
(32)

is the regularizer that corresponds to the gamma distribution
prior (24) for the off-diagonal elements of Ai.

E. Derivation of Optimization Algorithm

The minimization problem (31) can be solved using a
majorization-minimization (MM) algorithm [18], [26], which
is often used in the context of NMF optimization. The ma-
jorization function of the fidelity term DKL(Xi|AiSi) can be

designed using Jensen’s inequality as follows:

DKL(Xi|AiSi)

c
=
∑
i,m,j

(
−ximj log

∑
n

aimnsinj +
∑
n

aimnsinj

)

=
∑
i,m,j

(
−ximj log

∑
n

ξimnj
aimnsinj
ξimnj

+
∑
n

aimnsinj

)

≤
∑
i,m,j

(
−ximj

∑
n

ξimnj log
aimnsinj
ξimnj

+
∑
n

aimnsinj

)
≡ D+(Ai,Si,Ξ), (33)

where c
= denotes equality up to a constant, ξimnj > 0 is an

auxiliary variable that satisfies
∑
n ξimnj = 1, and Ξ is a set

of ξimnj for all i, m, j, and n. The equality in (33) holds if
and only if

ξimnj =
aimnsinj∑
n′ aimn′sin′j

∀i,m, j, n. (34)

From (33), the MM problem is obtained as

min
A,S,Ξ

∑
i

D+(Ai,Si,Ξ) +
∑

i,m,n 6=m

R(aimn; k, θ)

s.t. aimn, sinj ≥ 0 ∀i,m, n, j, ξimnj > 0 ∀i,m, n, j,
and aimn = 1 ∀m = n. (35)

By setting the derivative of the majorization function (35)
w.r.t. aimn and sinj to zero and substituting (34) for ξimnj ,
we can derive the update rules. Since the regularizer does not
affect sinj , the update rule of sinj is the same as that of simple
KLNMF [18] and expressed as

sinj ← sinj

∑
m

ximj∑
n′ aimn′sinj′

aimn∑
m aimn

. (36)

For the off-diagonal elements aimn (m 6= n), we have the
following equations from the derivative of the majorization
function:∑

j

(
−ximj

ξimnj
aimn

+ sinj

)
− (k − 1)

1

aimn
+

1

θ
= 0. (37)

Therefore, we have

aimn =
(k − 1) +

∑
j ximjξimnj

1
θ +

∑
j sinj

. (38)

The update rule of the off-diagonal elements aimn is derived
by substituting (34) as

aimn ←
(k − 1) + aimn

∑
j

ximj∑
n′ aimn′sin′j

sinj
1
θ +

∑
j sinj

. (39)

The nonnegativity of aimn and sinj can hold by setting their
initial values to nonnegative values. Since the value of the
diagonal elements of Ai is restricted, we initialize the diagonal
elements aimn (m = n) with unity and fix them during the
iterative optimization of the other variables.



The efficient matrix-form implementation of (36) and (39)
is as follows:

Ai ←
(k − 1) + Ai �

(
Xi

AiSi
ST
i

)
1
θ + 1ST

i

∀i, (40)

diag(Ai)← [1, 1, · · · , 1]T ∀i, (41)

Si ← Si �
AT
i

Xi

AiSi

AT
i 1

∀i, (42)

where � and the quotient symbol for matrices denote element-
wise multiplication and division, respectively, 1 is an M × J
matrix containing only ones, and diag(·) returns a vector that
consists of the diagonal elements of the input square matrix.
Note that (40) will change the value of the diagonal elements
of Ai, but they are immediately replaced with unity by (41).
It is guaranteed that the iterative calculation of (40)–(42)
monotonically decreases the cost function (31).

F. Balancing Between Fidelity Term and Regularizer

With the proposed method, the diagonal elements of Ai

are restricted to be unity so that the off-diagonal elements
correspond to the relative leakage levels of bleeding sound.
The KL divergence (18) also has a scale-dependent property,
namely,

DKL(αXi|αAiSi) = αDKL(Xi|AiSi) , (43)

where α ≥ 0 is an arbitrary coefficient. These facts mean
that an observed gain of Xi, i.e., the signal amplitude in
each microphone, affects the balance of the fidelity term∑
iDKL(Xi|AiSi) and regularizer

∑
i,m,n6=mR(aimn; k, θ)

in (31).
To solve this problem, we also parameterize the observed

gain. The following normalization is carried out for the ob-
served signal x̃(t) before we apply the proposed method:

x̃(t)← α

v
x̃(t) ∀t, (44)

v = max
(
{abs(x̃(t))}Tt=1

)
, (45)

where max(·) returns the maximum scalar value of the in-
put set. After the normalization (44), a dynamic range of
{x̃(t)}Tt=1 becomes ±α. Similar to µ in (19), we can control
the balance between the fidelity term and regularizer by α. If
we set α to a small value, the regularizer strongly affects the
optimization.

G. Reconstruction of Estimated Signals

Similar to conventional TCNMF, the complex-valued esti-
mated signal Yn can be recovered by applying Wiener filtering
to the complex-valued observed signal xijm as follows:

yijn =
(aimmsimj)

2∑
n(aimnsinj)2

xijm. (46)

Since aimm = 1, (46) can be implemented as

yijn =

[
S.2i

A.2
i S

.2
i

]
m,j

xijm, (47)

where [·]m,j denotes an (m, j) element of the input matrix.
After Wiener filtering, the estimated signal Yn is converted
to the time-domain signal ỹn(t) via the inverse STFT. Then,
the signal gain is recovered by

ỹ(t)← v

α
ỹ(t) ∀t. (48)

IV. EXPERIMENTS

A. Conditions

To evaluate the performance of the proposed method
(proposed TCNMF), we conducted an experiment of blind
bleeding-sound reduction. The observed music mixture signal
was simulated using songKitamura [27], [28], which is an
artificial music dataset. We chose four musical instruments,
clarinet (Cl.), oboe (Ob.), piano (Pf.), and trombone (Tb), as
dry sources Sn and prepared a four-channel observed signal
xij so that M = N = 4. To simulate bleeding sound, we
mixed these instrumental sounds sij using the frequency-wise
nonnegative random mixing matrix Ai ∈ RM×N≥0 as follows:

xij = Aisij , (49)

where the diagonal and off-diagonal elements of Ai are
set to unity and uniformly distributed random values in the
range (0, 0.2) for all i, respectively. This mixing system is
an approximation of (6). In this experiment, ten observed
mixtures were prepared using different pseudo-random seeds,
i.e., ten different mixing matrices Ai.

For all signals, we performed STFT using a 4096-point-long
hamming window with half-overlap shifting, where a sampling
frequency of the signals was 44.1 kHz. The numbers of
frequency bins and time frames were I = 2049 and J = 109,
respectively. The update rules in the optimization algorithm
were iterated 200 times, and we confirmed the convergence of
the cost function value.

For DMNMF and the conventional and proposed TCNMFs,
the initial value of Ai was set as follows: the diagonal and
off-diagonal elements were set to unity and the uniformly dis-
tributed random value in the range (0, 0.1), respectively. The
other parameters were initialized by the uniformly distributed
random value in the range (0, 1).

As an evaluation criterion, we used the source-to-distortion
ratio (SDR) [29], which indicates total separation quality
including both degree of separation (source-to-interference
ratio: SIR) and absence of artificial distortion (sources-to-
artificial ratio: SAR). As described in condition (a) in Sect. I,
the SNR and SDR of the observed signals for the bleeding-
sound reduction are high. In our experiment, the average SDRs
over the ten observed mixture signals of Cl., Ob., Pf., and Tb.
were 18.8, 15.0, 14.7, and 8.6 dB, respectively. We calculated
the improvements from these input SDRs for each source to
evaluate the performance of each method.

We compared five methods, i.e., independent vector analysis
(IVA) [9], ILRMA [11], DMNMF [15], the conventional
TCNMF [12], and the proposed TCNMF. IVA and ILRMA
estimate the complex-valued demixing matrix Wi, thus are



Fig. 5. Comparison of SDR improvements, where each bar is average over
10 different observed mixtures and 4 instrumental sources.

phase-aware BSS methods. The other methods are the phase-
insensitive methods that only use amplitude or power spectro-
grams. The initial value of Wi for IVA and ILRMA was set to
an inverse matrix of the initial mixing matrix used in DMNMF
and the conventional and proposed TCNMFs. We also used
the numerically stable update rule of the demixing matrix
in both IVA and ILRMA, which is called iterative source
steering [30], and the estimated source was recovered using
(7). We then applied the projection-back technique [31] to the
estimated signal to recover the frequency-wise signal scales.
For DMNMF and the conventional and proposed TCNMFs,
we used Wiener filtering (46) to obtain the estimated source.
For ILRMA and DMNMF, the number of basis vectors in the
NMF source model, L, was set to 10, 30, and 80.

B. Results

Figure 5 shows the average performance comparison among
the five methods, where the hyperparameters of the conven-
tional and proposed TCNMF were experimentally determined
and set to µ = 0.56, k = 1.25, θ = 0.6, and α = 0.006, which
provided the best performance in this experiment. We can
confirm that the phase-aware BSS methods, IVA and ILRMA,
cannot reduce bleeding sound. This is because the observed
mixture signal in this experiment was produced using the
nonnegative random mixing matrix Ai as (49), and the phase
information is useless for estimating the demixing matrix. As a
result, many artificial distortions are produced in the estimated
signals of IVA and ILRMA, degrading their SDR performance.
DMNMF has the potential to reduce bleeding sound, but its
performance did not exceed 0 dB. This result indicates the
difficulty of parameter optimization in DMNMF. For both the
conventional and proposed TCNMFs, we can confirm that
the average SDR improvements exceed 0 dB. In particular,
the proposed TCNMF outperformed the conventional TCNMF
by more than 2.5 dB. This improvement is significant to
achieve high-quality post-processing or sound reinforcement
of a musical performance.

V. CONCLUSION

We aimed to reduce the bleeding sound in the observed sig-
nal obtained with close microphones. We proposed a TCNMF
method that regularizes the relative leakage levels of bleeding

sounds and is based on MAP estimation with the gamma
distribution prior. Experiments using simulated mixture signals
showed that the proposed method could achieve the highest
bleeding-sound-reduction performance. Since the proposed
method has three hyperparameters, an efficient parameter-
tuning method is necessary and is for future work.
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